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Abstract

In this contribution we report the results
on cross-linguistic building of functionally
comparable corpora. Functional similarity
of corpus resources is an important prereq-
uisite for translationese studies, which tra-
ditionally reveal translations as texts devi-
ating from the conventions of the intended
genre in the target language. Therefore,
measuring translationese is directly con-
tingent on the corpus of non-translated tar-
get language selected to represent the ex-
pected norm for a given genre. Func-
tional similarity of the corpora is also key
for contrastive analysis. We propose a
solution based on representing texts with
functional vectors and comparing texts on
these representations. The vectors are
produced by a recurrent neural network
model trained on the hand-annotated data
in English and Russian from the Func-
tional Text Dimensions project. Our re-
sults are verified by an independent anno-
tation experiment, and the tests run on an
evaluation corpus. The latter experiments
are set to investigate whether the vec-
tors capture traditionally recognised gen-
res and the expected cross-linguistic de-
gree of text similarity. We apply this ap-
proach to describe the functional similar-
ity of the 1.5 million token English and
Russian subsets of the respective hundred-
million word Aranea corpora, the compa-
rable web-corpora project.

1 Introduction

Corpus-based translation studies and con-
trastive analysis typically require intra- and
inter-linguistically comparable corpora. The

comparability of the resources is usually ensured
by collecting texts from similar sources (e.g. the
same institutions, websites, or corpora), and by
using the same chronological and sociolinguistic
sampling frame. Alternatively, researchers can
rely on the pre-existing register/genre annotation.
Sometimes, the description of the resources
comparability is limited to a phrase such as ‘the
BNC sample was chosen so as to mirror the
makeup of the TEC’ or ‘reference corpus made
comparable to the parallel data in terms of regis-
ter’. The assumed comparability of monolingual
and cross linguistic resources is typically a point
of criticism. For example, in his overview of
research on explicitation, Becher (2011) questions
the comparability of materials used in numerous
cases. The importance of building an adequate
reference corpus is also reflected in the fact that
some corpora (like CroCo) that are designed for
translationese or contrastive research, include
the untranslated reference texts as their integral
part (Hansen-Schirra et al., 2012). It is a well
known fact that different registers/genres trigger
different type of translationese: Lapshinova-
Koltunski (2017) shows that register is one of the
major factors explaining variation in translation
along with translation method and expertise.
Neumann (2013) revealed the specificity of
German-English translations observed in some
registers but not others.

The above demonstrates that the concept of cor-
pus comparability in translation studies or con-
trastive analysis is not based on the domain or
‘aboutness’ of the texts, but has to do more with
the ‘context of situation’. It is the interplay of
various parameters of the communication event
that are important for defining genres. There-
fore, despite most research in corpus compara-
bility defining comparable corpora as texts in the
same topic domain — e.g. they are harvested
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on a set of seed terms (Kilgarriff et al., 2011);
comparability is calculated based on the lexical
features, such as vocabulary overlap or bag-of-
words representations (Li et al., 2018). This re-
search interprets comparability as a functional or
genre-related property, similarly to how bilingual
comparable corpus is described in Kutuzov et al.
(2016), or how it is traditionally defined in corpus-
based translation studies (Zanettin, 2012).

This paper aims to test whether abstract and
language-independent functional properties of
texts can be used as a text-external approach to
cross-lingual text categorisation. Namely, we ex-
plore the usability of the Functional Text Dimen-
sions, a set of text functions hand-annotated for
English and Russian web texts (Sharoff, 2018),
as a training data to produce vectorised repre-
sentations of texts functionality. Text functions,
which reflect the speaker’s communicative goal,
are among of the major descriptors of a com-
municative event and are invariably present in
the genre definition. Besides, it is one transla-
tionally relevant aspect of texts that can be used
to build cross-lingual comparable resources for
translationese studies.

In addition to the intrinsic evaluation of the
models’ performance, we provide results of the
external evaluation in two aspects. First, we eval-
uate the effectiveness of the functional vectors for
genre classification against alternative text repre-
sentations. For these purposes we use a selec-
tion of ‘known’ genres extracted from the national
corpora in the two languages. Second, the cross-
linguistic comparability of the models’ output is
tested by measuring the average functional simi-
larity of text pairs coming from subcorpora with
varying degrees of similarity.

The rest of the paper is structured as follows.
Section 2 outlines the research on genre identifi-
cation and text functionality that we draw upon.
In Section 3 we describe our training data, the
settings of the modelling experiment, including
the architecture of the recurrent neural network
model, as well as experimental results. Then, we
predict functional vectors for our evaluation cor-
pora and estimate these vectors against expected
standard in Section 4. Section 5 has a brief de-
scription of the application of the functional vec-
tors to the description of the English and Russian
samples of the Aranea web-corpora. The final sec-
tion (Section 6) summarises the results.

2 Related Research: Register Studies

Apart from the domain-based text categorisa-
tion typical for NLP tasks, there are two ma-
jor approaches to describe text variation in reg-
ister/genre studies. The text-internal approach to
text categorisation is based on calculating frequen-
cies of lexicogrammatic features (‘register’ fea-
tures, such as conjunctions, passives, modals, pro-
nouns, tenses), that allegedly reflect linguistically
relevant parameters of the communicative situa-
tions. One of the best known implementations of
this approach is Biber’s work (Biber, 1988).

The text-external approach draws on the audi-
ence’s perception of the author’s communicative
aims and known circumstances of the text produc-
tion (the author’s social role, mode of speech, de-
gree of the participants’ interaction), and uses gen-
res as a loose set of culture-specific categories to
explain text variation.

There is no arguing that these views are comple-
mentary. Calculating frequencies of tokens (lexis-
based catagorisation typical for domain-oriented
approach), can be as effective in genre classifica-
tion as the more elaborate register features. Xiao
and McEnery (2005) show that keywords analy-
sis can be as effective in detecting both similar
(everyday conversation vs official speech) and dis-
tant genres (spoken genres vs. academic prose) as
Biber’s features.

There have been also numerous attempts to es-
tablish a link between genres and their linguis-
tic features, while ignoring domain differences in-
side genre categories (including Lee and Myaeng
(2002) and Braslavski (2010)). However, the re-
searchers have to use a pre-existing genre typol-
ogy, which pigeonholes texts in accordance with
the accepted convention in the given language
community, and does not allow for a more flex-
ible and realistic reflection of the evolving text-
type variety or for reliable cross-linguistic com-
parisons. Moreover, simple solutions, which work
for the major text categories, fail in the presence
of more subtle distinctions. For example, we have
found that the impressive and reproducible results
from Lijffijt and Nevalainen (2017), where they
achieved F1 = 90% in the classification of the four
‘tried and tested’ top-level categories from BNC
using pairs of the simple register features like fre-
quencies of nouns and pronouns, gets reduced to
only F1 = 71% on a less balanced six categories
subcorpus described in Kunilovskaya and Sharoff
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(2019).
One approach to avoid the atomic genre labels

and to work around the culture-specific nature of
genre categorisation is to represent texts as vec-
tors in a multi-functional space, where a text can
get relative scores on several dimensions. An at-
tempt to define such a space using the speakers’
perception of the candidate text proximity to the
recognizable functional prototypes was made in
the Functional Text Dimensions (FTD) annotation
project presented in detail in Sharoff (2018). This
framework is particularly appealing for our pur-
poses because it is based on translationally rel-
evant functional properties of texts and offers a
theoretically reasonable tertium comparationis re-
quired for cross-linguistic corpus building.

3 Modelling Functional Text
Representations

In this section we describe the annotated data in
English and Russian from the FTD project and il-
lustrate the neural network approach that we used
for modelling text functionality.

3.1 Data

The annotated data consists of 1,624 chunks of
texts that count about 2 million tokens for English;
the Russian part of the project includes 1,930 texts
(2.4 million tokens). For both languages the texts
come from two sources: 5gthe Pentaglossal corpus
(Forsyth and Sharoff, 2014) and ukWac (Baroni
et al., 2009). We used the annotations for the ten
most prominent FTD described in Sharoff (2018).
Sharoff (2018) also has a detailed description of
the original annotation experiment and reports the
inter-annotator agreement at Krippendorff’s alpha
>.76. The annotators were asked to score each
text on the 4-point Likert scale (0, 0.5, 1, 2) de-
pending on how much the text resembles the sug-
gested functional prototype for each dimension.
While referring the reader to the original paper
for more details, a few examples of the labels and
prototype texts used in the annotation project are:
A1 (argument) blogs, editorials, opinions; A7 (in-
struction) tutorials or FAQ; A8 (hardnews) report
of events, inc. future events.

The original dataset was augmented by splitting
longer texts into additional instances. The text
length used for training was set to 1000 words.
This re-sampling helped the distribution of the
FTD labels to be more even than in the original

Figure 1. How often each function receives a pos-
itive score in the annotated data (proportion to all
texts)

dataset and normalized the text length. Figure 1
depicts the distribution of texts assigned to differ-
ent functions by annotators for both English and
Russian. The corpora of the two languages follow
the same building frame: the data come from the
same multilingual resources, which makes it pos-
sible to assume their comparability.

3.2 Model
Our model is a bidirectional LSTM with an at-
tention layer on top. The input to the model
are the embeddings of the words in the text, pre-
trained on the Common Crawl data from the fast-
Text project (Grave et al., 2018). The output is
a 10-dimensional functional vector for each docu-
ment, namely, the functional representation of the
document. In this experiment the model was set up
to recognise the functions manifested in the text,
rather than learn the scores assigned by the anno-
tators. To this end, the annotations for each FTD
were binarised (0.5 is set to 0, and 2 is set to 1).
Consequently, we had a multi-hot vector for each
document as our target.

As a simple baseline, we used a classifier which
attempted to learn the binarised values for each
FTD separately. In addition we set up a multi-
task learning scenario in which the model learns
all 10 binary values simultaneously. In this case,
our learning model back-propagated based on the
accumulation of the loss functions for all 10 la-
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bels. In another experiment we enriched the em-
bedding features with the Biber’s register features
of the documents. For extraction of these features
we relied on MAT for English (Nini, 2015), and
the framework provided in Katinskaya and Sharoff
(2015) for Russian.

3.3 Results

For all our models, we used CuDNN LSTM and
trained the model for 20 epochs. We used Adam
optimizer and 0.2 dropout after embedding and 0.5
dropout after the LSTM layer. The loss function
was binary cross entropy since we predict bina-
rised valued of FTD columns.

In Table 1 we report the performance measures
on the 10-fold cross validation for the main models
(biLSTMa), and the models which use the Biber’s
features together with embeddings (biLSTMa-bib)
– both in multi-task settings, compared to the base-
line (biLSTMa-10b) for both languages.

We evaluate the performance of the models in
predicting FTD values in three ways: first, we es-
tablished how well they predict individual func-
tions on average. Second, given the sharp imbal-
ances between the positive and negative classes for
each function, we report the F1 measure for the
minority class. Finally, the last two columns in
Table 1 have the F1 and accuracy statistics for in-
dividual samples. Since our target is a multi-hot
10-component vector, accuracy (which counts an
observation as correctly predicted only if all the
10 classes are correctly classified) is very strict.
Instead, we opt for the negative hamming loss, i.e.
the ratio of all correctly predicted labels for an in-
stance to all labels. To deal with severe class im-
balances, we use stratified (multi-label) split with
cross-validation and at the evaluation stage by we
choose macro-averaging which penalises model
errors regardless of class distributions. The re-
sults in Table 1 show that our multi-task architec-
tures (rows indicated with multi) outperform the
baseline in which the 10 values for each text are
learned independent of each other. The better per-
formance of adding register features to our model
can be seen only in the case of Russian.

These results show the effectiveness of our
models in estimating the probability that a text ful-
fills the corresponding functions. and leads us to
further use these vectors as functional represen-
tations for text. In the next two sections we first
demonstrate how the predictable functional repre-

sentations correlate with the text’s general func-
tional and genre properties which are external to
the initial annotation experiment. We also demon-
strate the application of the functional vectors for
corpus comparison in Section 5.

4 External Evaluation

4.1 Functional vectors for BNC/RNC genre
categories

To determine whether our functional representa-
tions are useful to distinguish the text categories
outside the original annotated corpora, we de-
signed a ‘known’ genre composition corpus. To
compile this genre evaluation corpus, we used the
metadata in the British National Corpus (BNC)
and the Russian National Corpus (RNC), de-
scribed in Lee (2001) and Savchuk (2006) respec-
tively. We focused on the genre categories which
approximate some of the prototype texts described
in the annotation guidelines and are annotated in
both national corpora. We extracted the written
texts that were longer that 400 words by the tags
(in the order shown in Table 2).

For English we extracted all texts tagged
as follows: ac:nat science, fict prose, nonAc:
nat science, newsp brdsht nat: report, newsp
other: report, biography, advert. For Rus-
sian the texts for each category were se-
lected by the tags combinations: academic
(sphere=science and education, type=article,
topic=science and technology, audience != big,
level=professional/high), fiction (sphere=fiction,
type=short story, story, novel), reportage
(sphere=publicist, type=info message), personal
(sphere=publicist, type=memoirs/biography),
promotion (sphere=promotion). 1 Unlike the
BNC, the RNC has no separate text type for
non-academic texts. To remedy this incompati-
bility, we used chapters from 14 popular Russian
scientific books in academic domains such as
linguistics, biology and anthropology published
between 2010 and 2017. The books were split
into 1000-word chunks; a random selection of 100
of those chunks was used as part of the Russian
evaluation corpus. The resulting collections were
balanced in terms of the number of texts per each
category: we retained 100 random documents for

1For Russian we additionally limited the sampling frame
to include only the texts published after 2004, neutral of style
and marked as intended for a large audience, with no restric-
tion by age or education level (with the exception for aca-
demic texts).
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FTD overall FTD minority Samples
P R F1 F1 F1 hamming loss

baseline
biLSTMa-10b (EN) .810 .853 .824 .655 .683 .927
biLSTMa-10b (RU) .799 .878 .825 .644 .709 .924

multi
biLSTMa (EN) .824 .862 .841 .722 .483 .930
biLSTMa (RU) .818 .871 .841 .724 .504 .922

multi+bib
biLSTMa-bib (EN) .814 .861 .835 .711 .472 .927
biLSTMa-bib (RU) .829 .875 .849 .742 .522 .926

Table 1. Results for FTD modelling experiments

each category that counted more than 100 texts.
We further truncated the texts to the first 1000
words, if the selected texts were longer. Table 2
shows the basic parameters of the BNC and RNC
subcorpora used for evaluation in this study. We
also include the FTD which is expected to be
dominant in the texts of each category.

To investigate the reliability of the predicted
functional vectors for genre analysis, we classi-
fied the texts into six categories that are listed in
Table 2. We report the results received in the
same settings for the alternative text representa-
tions, namely, the raw Biber’s features and the
keywords statistics.

The Biber’s features were extracted with MAT
and MDRus analyzer (Nini, 2015; Katinskaya and
Sharoff, 2015). The keywords features for each
text were calculated using the log likelihood (LL)
measure against all of the data from the respective
national corpus used in this experiment. Prior to
keyword extraction the data was lemmatized, and
functional words were filtered out, leaving us with
a vocabulary of 24k and 40k content lemmas for
English and Russian respectively. To reduce the
sparsity of the data, we limited the list of keywords
to the top 100 with LL>6.63 (the standard 1% sig-
nificance level) for each text and, further, to only
those which occurred in 3% of the texts. The num-
ber of the resulting keywords was 408 for the BNC
selection and 489 for the RNC.

In Table 3 we report the macro-average strati-
fied 10-fold cross-validation results for a Random-
Forest classifier with the default scikit-learn pa-
rameters (n estimators=10, criterion=‘gini’, boot-
strap=True) (Breiman, 2001). The results show
that the classification using functional representa-
tions (vectors) outperforms the classification using
alternative ways of representation, given our selec-
tion of genres and the classification settings. In-
terestingly, the combination of functional and the

Biber’s features yield a 2% increase in the perfor-
mance of the classifier.

It can be seen that the results for English in this
experiment were consistently better than those of
Russian. In-depth analysis of the classifier per-
formance per category (omitted here for brevity)
showed that the algorithm struggled with differ-
ent genres for different languages. In Russian re-
portage proved to be the most challenging genre
(the F1 score for predictions of items in this cat-
egory was 0.56), while fiction returned the high-
est results (F1 = 0.79); In English non-academic
texts were comparatively difficult to solve (F1 =
0.63), while reportage and promotion were com-
paratively easily recognised (F1 = 0.87 and F1 =
0.83).

4.2 Cross-linguistic comparability of English
and Russian functional vectors

In this section we test whether the texts in English
and Russian that are expected to be functionally
similar in the real world receive similar functional
representations in our experiments. We have seen
that our predicted vectors are able to detect the
generic properties of texts reflected in the hand-
crafted text category metadata of the two national
corpora. However, it is not clear whether the vec-
tors produced by the models learnt on the English
and Russian data are effective in measuring their
cross-lingual comparability.

To explore this aspect of the functional repre-
sentations, we measured and compared similarity
between the four sets of text pairings which are
expected to display decreasing degrees of func-
tional similarity: (1) aligned parallel texts of the
four genres; (2) texts from the same genres in the
parallel corpus that are not translations of each
other; (3) random text pairs from the compara-
ble categories of the national corpora (described in
Table 2) and (4) random text pairs for texts from
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academic fiction nonac pers promo rep total

BNC
texts 43 100 62 100 59 88 452

words 38k 86k 56k 88k 47k 79k 394k

RNC
texts 100 100 100 100 100 82 582

words 92k 94k 104k 94k 75k 52k k 511k
FTDs A14 A4 A1 A8 A11 A12

Table 2. The composition of the genre-balanced comparable evaluation corpus

EN RU
vectors .77 .68
Biber’s .73 .64
keywords .66 .60
vectors+Biber’s .79 .70

Table 3. Classification results for the six cate-
gories in each national corpus selection

different genres in the national corpora (the nega-
tive similarity material). We used the Euclidean
measure of similarity to compare the functional
vectors between the text pairs in each set. This
measure takes into account the magnitudes of the
vectors components, which are meaningful in our
representation.

The highest degree of the expected cross-lingual
functional similarity is represented by the profes-
sional translations and their sources. Within the
functional theories of translation, which underlie
the current professional norm, good translations
are expected to reproduce the functional hierar-
chy of the source. The texts in this section of our
evaluation corpus are extracted from the parallel
English-Russian component of the RNC2 (fiction,
mass-media texts) (Dobrovolskij et al., 2005) and
from the professional translations segment of the
RusLTC project3 (including TED talks and pop-
ular scientific texts) (Kutuzov and Kunilovskaya,
2014). The descriptive statistics for the parallel
component of the evaluation corpus are given in
Table 4 (the word count is based on the English
sources).

In Table 5 we report average pair-wise similar-
ity for the documents of different categories in the
four aforementioned sets. As can be seen in the
table, as the level of comparability decreases from
the top set to the bottom set, the calculated simi-

2http://www.ruscorpora.ru/new/
corpora-structure.html

3https://www.rus-ltc.org/static/html/
about.html

texts words
fiction 170 9.6m
media 132 133k
ted 100 259k
popsci 100 826k

Table 4. Composition of the parallel component
of the evaluation corpus

larity also decreases.
The fluctuation in the similarity values for

the different genres (see Table 5) indicates that
the translations of popular-scientific books are
the most functionally faithful (see the results for
aligned translations). In the comparable part of
the evaluation corpus the academic texts demon-
strate the highest similarity of 0.396, while the
least functionally similar genres are non-academic
(popular-scientific) texts (0.127), personal writ-
ings, such as biographies and memoirs (0.139),
and promotional texts (0.145).

4.3 Results from an independent annotation
effort

To test the generalisation power of the models
on external data, we ran an independent anno-
tation experiment, following the guidelines de-
scribed in Sharoff (2018) and summarised in Sec-
tion 3.1. We had three trained linguists as-
sign 10 functional scores to each of 70 English
texts selected randomly from two parallel collec-
tions: CroCo (Hansen-Schirra et al., 2006) and the
RusLTC corpus mentioned in Section 4.2. After
discussing the results on the first 10 texts, which
revealed some differences in the task interpreta-
tion, the three raters reached the overall agreement
of Krippendorff’s α = 0.537. In cases of triple
disagreements (48 items out of 700), the three dif-
ferent values assigned by annotators were aver-
aged and rounded to the closest score.

We used the same evaluation strategy as in Sec-
tion 3.3 and compared the binarised human scores
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set category similarity mean

aligned

fiction .432

.470
media .476
ted .456
pop-sci .514

unrelated

fiction .315

.305
media .263
ted .323
pop-sci .317

same genre

academic .396

.214

fiction .259
non-academic .127
personal .139
promotion .145
reportage .216

unrelated
academic::fict -.190

.004non-ac::promo .116
pers::report .085

Table 5. Average functional similarity measures
for the four components of the evaluation corpus

and the English model predictions. The average
result over the 10 FTDs reached macro F1 score
of 0.732. The lower performance of the model on
this data can be explained by a different distribu-
tion of the text types in the annotated 70 texts as
compared to the training set.

5 Application to Aranea

In this section we demonstrate the application of
the vectors to analyse the genre composition of
comparable web-corpora from the Aranea project.
We randomly selected 1% of texts from the 120-
million token Araneum Minus Anglicum and Ara-
neum Minus Russicum (Benko, 2014)4 and repre-
sented them with functional vectors. The samples
include around 4.5k texts that are over 450 tokens
long, and count 1 and 1.5 million tokens, respec-
tively. Since there is no prior information on the
internal generic structure of the corpora we can not
measure their overall similarity directly (as we did
with the national corpora). The purpose of this ex-
ercise is only to provide a comparative description
of the corpora genre composition.

We tried two ways of capturing the contents of
the corpora: 1) the average value for each function
and 2) the ratio of the texts with a given function
as the predicted dominant function. The dominant

4http://unesco.uniba.sk/aranea/index.
html

Figure 2. The overview of the texts functionality
based on the average values for FTDs: Anglicum
Minus vs Russicum Minus

function is defined as the FTD with the highest
probability value returned by the model for a given
text. In either case the general picture comes at
the price of losing the functional hierarchy and the
possible hybrid nature of texts. From this perspec-
tive the Russian texts in the analysed slices of the
Aranea web-corpora have higher scores for eval-
uative, informative and argumentative functions
(see Figure 2).

In the second approach, for each text we used
only the highest functional value (i.e. their dom-
inant function) and characterised the corpora by
the ratios of texts with these dominant functions.
Figure 3 shows that the Russian corpus (compared
to the English one) has fewer texts with the infor-
mational and promotional as dominant functions,
but it has more texts that come across as primarily
scientific.

The ratios seem to be more directly comparable
than the averaged probabilities, but they neglect
the polyfunctional nature of many texts in Aranea:
40% of the English texts and 70% of the Russian
texts have the second strong prediction (we set the
threshold for the ratio between the highest value
in a functional vector and the second high value at
0.7). These numbers reflect the proportion of hy-
brid texts in the training corpus: The human sub-
jects assigned high scores to two (or more) func-
tions in 40% of texts in the English part of the ex-
periment and in 53% of texts in Russian.
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Figure 3. Ratio of texts per predicted dominant
function for Anglicum Minus and Russicum Mi-
nus

6 Conclusions

This paper reports the experimental results on
learning functional text representations for En-
glish and Russian and describes extensive tests
on their cross-linguistic comparability. We used
the hand-annotated data released within the Func-
tional Text Dimensions project to train a multi-
label binary classifier based on recurrent neural
networks. The average performance of the clas-
sifier is estimated at F1 >0.84 for both languages.

We evaluated the quality of the functional vec-
tors by using them to represent texts from the six
comparable text categories of the British and Rus-
sian national corpora and running a simple Ran-
domForest classifier on the resulting data. The six-
class classification returned the F1-score of 0.77
and 0.68 for English and Russian respectively.
This outperformed the classification results in the
same settings with the alternative representations
(the Biber’s and the keywords features). We saw a
steady increase in the quality of the genre classi-
fication when we combined our functional vectors
with Biber’s features.

To evaluate the cross-linguistic comparability
of the models output, we measured the Euclidean
similarity between text pairs with the expected
various degrees of similarity. The functional vec-
tors learnt independently by the English and Rus-
sian models for the translationally related text
pairs returned the highest similarity score of over
0.45. It is a relative score which can be interpreted
in the context of the scores for the text pairs that
were expected to be less similar. For example, the

most dissimilar text pairs – English and Russian
texts from categories with different genre labels
returned 0.04. These experiments show that the
functional vectors are an adequate representation
of the texts functionality, a major criteria for genre
identification, and can be used for measuring sim-
ilarity between texts in the two languages as well
as for building bilingual comparable corpora.
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