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Abstract
We investigate in this paper the property of hard synonymy, defined as synonymy which is maintained across two or more languages.
We use synonym dictionaries for four languages, as well as parallel corpora, and tools for distributional synonym extraction, in order to
perform experiments to investigate the potential applications of hard synonymy for the automatic detection of synonyms and for machine
translation. We show that hard synonymy can be used to discriminate between distributionally similar words that are true synonyms and
those that are merely semantically related or even antonyms. We also investigate whether hard synonym word-translation pairs can be
useful for lexical machine translation, by analyzing their occurrences in word-aligned parallel corpora. We build a database of words,
synonyms and their translations for the four languages, including a generally low resourced language (Romanian) and show how it can
be used to investigate properties of words and their synonyms cross-lingually.
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1. Introduction
Synonymy is a lexical semantic relation, that is, a relation
between meanings of words. By definition, synonyms are
‘words or expressions of the same language that have the
same or nearly the same meaning in some or all senses’
(Merriam-Webster, 2004). Cross-linguistically, the ques-
tion that we try to answer in this paper is how much of this
common meaning is shared by pairs of translated words.
Since synonymy closely associates different lexicalizations
of the same concept (which is language-specific), the over-
lap between synonym sets across a pair of languages ex-
presses a kind of concept lexicalization overlap.
Cross-lingual synonym sets prove to be useful in tasks such
as, for instance, automatic translation of web pages. Since
search engines are using more of the Latent Semantic In-
dexing, which associates keywords of an article or a page
with its synonyms within the domain covered by the key-
words, one needs to take into consideration the synonym set
of the translated keywords and the overlap of two languages
synonym sets.

2. Related Works
There are various NLP applications using synonyms, one
of the most notable being automatic synonym detection or
extraction (Wang and Hirst, 2011; Wang et al., 2010; Mo-
hammad and Hirst, 2006; Bikel and Castelli, 2008), which
in turn can help in tasks including machine translation, in-
formation retrieval, speech recognition, spelling correction,
or text categorization (Budanitsky and Hirst, 2006).
A multilingual approach based on word alignment of par-
allel corpora proved to have (Van der Plas et al., 2011)
higher precision and recall scores for the task of synonym
extraction than the monolingual approach. Other work on
semantic distance between words and concepts (Moham-
mad et al., 2007) emphasise on the advantages of multilin-
gual over the monolingual treatment.

3. Hard Synonymy
Hard Synonymy is defined in (Dinu et al., 2015) as the se-
mantic relation between two words that are synonyms in

more than one language. In addition to their results, we add
Spanish to the set of languages analyzed, and we provide
a database containing all words in the four languages as
found in synonym dictionaries, as well as their synonyms
and their translations, and show how it can be used to ex-
tract hard synonyms. We then analyze the frequency and
behavior of the synonym sets and word-translation pairs
with this property and investigate their applications to syn-
onym detection and to machine translation.

3.1. Resources
In order to obtain sets of hard synonyms we created a
database with words from four different languages: En-
glish, French, Romanian and Spanish, along with their
translations, and their synonyms. We used Google Trans-
late API in order to translate every word into each of the
other three languages, and synonym dictionaries for obtain-
ing their synonyms. For English we employed Princeton’s
WordNet, version 3.0; for French we used the synonyms
dictionary developed by the CRISCO research centre; for
Romanian we used a synonym dictionary (Dict,ionarul de
sinonime al limbii Române, by Luiza Seche and Mircea
Seche); and for Spanish we used Open Multilingual Word-
Net.
We organized the data in a MySQL database, in order to
gain ease of access and to be able to instantiate various
queries. The database consists of two tables: the first is the
Word table - containing all words, as well as information
on their translations, language and part of speech. There
is a uniqueness constraint on the pair of columns (word,
language), reflecting the uniqueness of word forms in each
language. The second table is WordsSynonyms - containing
synonymy relations as references to pairs of words in the
Word table.
This database structure straightforwardly allows for queries
such as, for instance, queries on synonym set overlap, func-
tion of the word pair’s part of speech tag.
An example of such a query, that extracts the common syn-
onyms for the Romanian-English word pair nebunie - mad-
ness, is depicted in Figure 1 below.



Figure 1: An example of a database query

3.2. Methodology
In the pre-processing step, we extracted and cleaned the
data in the Romanian and French dictionary, and removed
multiword expressions for all languages. For further analy-
sis we only consider the words for which translations were
available using the Google Translate API; the number of
such words for each language is illustrated in Table 1 be-
low.

Words Translation pairs
EN FR RO ES

EN 44.913 - 25.229 19.499 11.029
FR 40.765 22.338 - 20.789 11.011
RO 42.278 21.402 23.946 - 11.292
ES 10.028 7.942 8.070 7.062 -

Table 1: Number of words and translation pairs

Synonymy was considered a symmetric property - that is,
for each (w, s) word-synonym pair found in the dictionaries,
(s, w) was added as a synonym pair as well. Translation was
generally not considered symmetric, but back-translations
were used to fill in missing data where translations for some
words in certain languages were not found by the API. In
the case of homonyms or polysemantic words, we merged
all the synonyms for each sense of the word together, thus
obtaining unique word forms across the entire word set (for
either of the four languages), each associated with one syn-
onym set.
For each pair of languages among the four languages ana-
lyzed, we generated word-translation pairs, we then com-
puted statistics on their respective synonym sets, measur-
ing overlaps between sets of synonyms from two perspec-
tives: first translating the original word’s synonyms in order
to find their overlap with the translation’s synonyms, and
then translating the translation’s synonyms in order to find
their overlap with the original word’s synonyms, resulting
in overlap scores for each language pair.
We also counted the number of word-translation pairs for
which at least one common synonym was found, or the
synonym overlap contained at least one synonym. The syn-
onym sets that overlap across two languages will be called

hard synonyms, and their corresponding word-translation
pairs - hard synonym pairs.

3.3. Results: Hard Synonym Pairs
The percentage of hard synonym pairs (word-translation
pairs that have at least one common synonym), illustrated
in Figure 2 and in Table 2, as high as ~60%, is significant.
This is encouraging for further use of this special kind of
word translated pairs in tasks such as automatic enhance-
ment of lexical databases (such as WordNet) for less re-
sourced languages such as Romanian, based on correspond-
ing English versions of these lexical databases.

lang A lang B HS % (2)
RO FR 54,44%
FR RO 53,57%
RO EN 42,10%
EN RO 46,90%
FR EN 49,54%
EN FR 61,94%
RO ES 46,81%
ES RO 41,90%
FR ES 56,53%
ES FR 56,83%
EN ES 60,27%
ES EN 52,66%

Table 2: Hard synonyms

The proportion of hard synonym pairs for each language
pair can be used to gain insight into the synonym over-
lap of the four languages, and thus, into their degree of
common concept lexicalization. The higher overlap for
French-Spanish or French-Romanian (which are all latin
languages) as well as for English-French (the lexicon of
the English language is rich in French words) suggests that
the percent of hard synonym pairs for a pair of languages
could be used as a measure of lexical similarity between
languages.

Figure 2: Hard synonym pairs percent
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4. Distributional Synonymy Experiments
Distributional methods have been used successfully to auto-
matically extract semantically similar words from corpora.
Nevertheless, it is a well known problem for distributional
approaches to synonym extraction that contextually similar
words are not necessarily semantically similar, but some-
times merely semantically related, or even antonyms.
Among the distributional solutions for extraction of seman-
tically similar words, multilingual approaches have been
successfully used for synonym detection. (Bannard and
Callison-Burch, 2005) use back-translations in parallel cor-
pora to extract synonyms, assuming that words that trans-
late into the same word in a pivot language are likely to be
semantically similar.
We propose extending this assumption to consider words
that translate into synonyms in another language. The high
percentage of hard synonym pairs obtained in the experi-
ment in the previous section, using only the dictionary syn-
onyms and the translations provided by Google Translate,
suggests it may be reasonable to assume that synonyms
in one language are likely to remain synonyms in another
language upon translation. This points to a potential new
method for discovering new synonyms from corpora. We
propose using the hard synonymy property to identify true
synonyms from corpora, and distinguish between these and
other distributionally similar words.
The experiment we propose consists of investigating
whether distributionally similar words translated into words
that are synonyms in another language, and assuming the
ones that do are true synonyms rather than more weakly
semantically related or antonyms.
We also investigate the effect of including more languages
so as to formulate a more relaxed condition for hard syn-
onymy: we will consider two synonyms to be hard syn-
onyms if they maintain their synonymy upon translation
into either one of two or three different languages.

4.1. Data and Methodology
We performed an experiment using as input an exhaustive
list of English words from our database, obtaining a total of
44.913 input words. For each of these, we obtained distri-
butional synonyms, by using word2vec to extract the first
100 distributionally similar words for each of the English
words in our list. Using the translations and synonyms in
our database, we then translated each of the distributional
synonyms into a target language, and tested whether their
translations are synonyms with the original word’s transla-
tion in the same target language, identifying hard synonym
pairs. We propose that the distributionally similar words
found to be hard synonyms in the target language are likely
candidates for true synonyms.
We defined a recall metric to measure how many of the hard
synonyms extracted using the method above can be found
as synonyms in a dictionary in the original language, using
the data in our database. This measure will be used as an
approximation of the likelihood that our method finds true
synonyms.
If we define ds as the number of synonyms of the original
word in the English dictionary, and hs as the total number
of hard synonyms identified by our method, then the recall

can be computed as follows:

recall =
ds

hs
∗ 100 (1)

4.2. Results
Using the original list of English words, and French as a
target language, we obtained a recall of 40.32%, represent-
ing the percent of hard synonyms found by our method that
were confirmed synonyms in the dictionary. We suggest
that the rest of the extracted hard synonyms, though not in
the dictionary, are still likely candidates for true synonyms.
We repeated the experiment using more than one language
as a target language, by translating the distributionally
similar words into two, then three languages, and testing
whether their translations are synonyms with the original
word’s translation in any of the target languages. This sig-
nificantly increases the recall up to 52,38%, suggesting our
method is a reliable way to discover true synonyms among
distributionally similar words.
Figure 3 below shows how the recall increases with adding
more languages, illustrating the average recall obtained by
using one, two and three languages respectively, for every
combination of languages among French, Romanian and
Spanish.

Figure 3: Synonyms recall evolution

5. Frequency of Hard Synonyms in Parallel
Corpora

Hard synonym pairs (word-translation pairs that have at
least one common synonym) express a common cross-
lingual lexicalization of the same concept - thus we might
expect a high degree of co-occurence of hard synonym
word-translation pairs in a parallel corpora, in relation to
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non-hard synonym pairs. We conduct an experiment to
test this hypothesis by measuring the relative frequencies
of hard synonym pairs and non-hard synonym pairs on a
parallel word-aligned corpus.
For this experiment we used the Europarl 7.0 sentence-
aligned parallel corporus for English-French and English-
Romanian. We used GIZA++ to align the corpus at word
level for each of the language pairs, and we lemmatized
all words in the corpus using DEXonline1 for Romanian
and TreeTagger for English and French. For each word-
translation pair found in the word-aligned corpus, we tested
whether it is a hard synonym pair: that is, whether the
word and its translation have common synonyms, using our
database, as described in the previous chapters. We com-
puted the frequency of word-translation pairs that are hard
synonym pairs in the aligned corpus.
The results of this experiment don’t show a significant dif-
ference between the frequency of hard synonym pairs as
compared to non-hard synonym pairs: the percent of hard
synonym pairs is close to 50% for both language pairs, as
shown in table 3.

Aligned corpus Frequency
EN-RO 44,59%
EN-FR 52,32%

Table 3: Hard synonym pairs frequency

6. Conclusions
We have presented an analysis of the hard synonymy prop-
erty and its potential applications to synonym extraction
from corpora and to machine translation, performing ex-
periments on synonyms and their translations in four lan-
guages. We have built a database containing pairs of (trans-
lated) words from the four languages along with their cor-
responding synonym sets and their synonym overlap set,
and made it publicly available. Furthermore, we used it in
order to gain insight into the synonym overlap of the four
languages, and thus, into their degree of common concept
lexicalization, by various queries.
We have shown that hard synonymy can be useful for im-
proving the results of automatic synonym extraction with
distributional methods, and based on these results we pro-
posed a method for discriminating between semantically
similar words (likely synonyms) and distributionally sim-
ilar words that are not true synonyms. Additionally, our
experiments show how increasing the number of languages
considered for extracting hard synonyms increases the ac-
curacy of the method for detecting true synonyms.
We have also investigated the potential use of hard syn-
onym pairs for lexical machine translation, and have shown
that an initial experiment on the Europarl parallel corpus
doesn’t support the theory that hard synonym pairs (words
that have at least one common synonym with their transla-
tion) could be better candidates for lexical translation than
non-hard synonym pairs.
The relative percent of synonyms overlap for each of the
language pairs considered in this article suggests that it

1http://dexonline.ro

could be interesting to consider it as a measure for lexical
similarity between languages. We leave for future research
applying the same experiment on additional languages in
order to test the validity of this theory. The relatively high
percentage of hard synonym pairs (as high as ~60%) is en-
couraging for further use of this special kind of word trans-
lated pairs in tasks such as automatic enhancement of lex-
ical databases (such as WordNet) for less resourced lan-
guages such as Romanian, based on the corresponding En-
glish versions.
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